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Figure 1: We automatically transform a generic renderable model (left) into a simple graph representation named ExploreMaps (center),

where nodes are nicely placed point of views that cover the visible model surface and arcs are smooth paths between neighboring probes. The

representation is exploited for providing visual indexes for the 3D scene and for supporting, even on low-powered mobile devices, interactive

photorealistic exploration based on precomputed imagery (right).

Abstract

We introduce a novel efficient technique for automatically transforming a generic renderable 3D scene into a

simple graph representation named ExploreMaps, where nodes are nicely placed point of views, called probes, and

arcs are smooth paths between neighboring probes. Each probe is associated with a panoramic image enriched

with preferred viewing orientations, and each path with a panoramic video. Our GPU-accelerated unattended

construction pipeline distributes probes so as to guarantee coverage of the scene while accounting for perceptual

criteria before finding smooth, good looking paths between neighboring probes. Images and videos are precomputed

at construction time with off-line photorealistic rendering engines, providing a convincing 3D visualization beyond

the limits of current real-time graphics techniques. At run-time, the graph is exploited both for creating automatic

scene indexes and movie previews of complex scenes and for supporting interactive exploration through a low-DOF

assisted navigation interface and the visual indexing of the scene provided by the selected viewpoints. Due to

negligible CPU overhead and very limited use of GPU functionality, real-time performance is achieved on emerging

web-based environments based on WebGL even on low-powered mobile devices.

Categories and Subject Descriptors (according to ACM CCS): Computer Graphics [I.3.2]: Graphics Systems—
Distributed/network graphics; Computer Graphics [I.3.7]: Three-Dimensional Graphics and Realism—

1. Introduction

With the widespread availability of mobile graphics terminals
and WebGL-enabled browsers, 3D graphics over the Inter-
net is thriving. Thanks to recent advances in 3D acquisition
and modeling systems, high-quality 3D models are becoming
increasingly common, and are now potentially available for
ubiquitous exploration. In current 3D repositories, such as
Blend Swap, 3D Café or Archive3D, 3D models available for
download are mostly presented through a few user-selected
static images. Online exploration is limited to simple orbit-

ing and/or low-fidelity explorations of simplified models,
since photorealistic rendering quality of complex synthetic
environments is still hardly achievable within the real-time
constraints of interactive applications, especially on on low-
powered mobile devices or script-based Internet browsers.
Moreover, navigating inside 3D environments, especially on
the now pervasive touch devices, is a non-trivial task, and
usability is consistently improved by employing assisted nav-
igation controls [CON08]. Spatially indexed photographic
imagery, popularized by Internet systems such as Google
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StreetView and Bing Maps StreetSide, is, on the other hand,
proving to be an effective mean for generating compelling in-
teractive virtual tours of real locations. These systems achieve
visual quality by presenting captured imagery rather than syn-
thetic reconstructions, and simplify interaction by exploiting
connections among captured images to guide the user. Design-
ing such guided walkthroughs for synthetic 3D environments
manually is, however, a hard and time-consuming task.

In this work, we introduce an approach aimed at automati-
cally providing a richer experience in presenting 3D models
on dedicated web sites. The method builds on a novel efficient
technique for transforming a generic renderable 3D scene into
a simple graph representation, dubbed ExploreMaps, where
nodes are nicely placed panoramic views, called probes, and
arcs are smooth panoramic video paths connecting neighbor-
ing probes. Our GPU-accelerated unattended construction
pipeline distributes probes so as to guarantee complete cover-
age of a generic scene, before clustering them using percep-
tual criteria, determining preferential viewing orientations,
finding smooth good looking connection paths, and reorder-
ing probes in a linear arrangement suitable for thumbnail-bar
presentation. Probe images and path videos are then com-
puted with off-line photorealistic renderers, overcoming real-
time rendering limitations. At run-time, the graph is exploited
both for generating visual scene indexes and movie previews,
and for supporting interactive exploration through a low-DOF
assisted navigation interface. Usability and sense of presence
are increased by leaving orientation and field of view free
when looking at the scene from a probe position, and gently
converging to the closest target “good orientation” during
transitions. Due to negligible CPU/GPU usage, real-time per-
formance is achieved on emerging WebGL environments
even on low-powered mobile devices (see Fig. 1). Our core
contributions are:

• View sampling: a novel, unattended, GPU accelerated
visibility-driven technique for sampling renderable sur-
face models into a set of panoramic views, and a novel
approach for determining a good set of representative
panoramic views for general 3D scenes, extending the
scope of current viewpoint orbiting solutions [SLF∗11];

• Path creation: a novel method for determining view
connectivity, a purely visibility-guided GPU accelerated
method for defining smooth good-looking connecting tra-
jectories, and a technique for exploiting the graph struc-
ture to reorder the views in a linear arrangement well
suited for exploration through thumbnail bars.

• Ubiquitous exploration: a mobile WebGL-friendly sys-
tem able to guide users and sustain interactive perfor-
mance while presenting photorealistic environments.

The method is robust, completely automatic, and applica-
ble to many kinds of complex renderable scenes, materials,
and lighting environments. The major limitation of the ap-
proach is, by design, the restriction of viewing positions to
the precomputed probes and paths. This limitation, however,
allows us to replace the problem of streaming 3D scenes

with the streaming of images and videos, precomputed with
movie-quality rendering systems without hard timing con-
straints, and the problem of 3D navigation in space with a
much simpler graph exploration, improving usability through
a low-DOF assisted navigation interface and a graph-based
visual indexing of the scene.

2. Related work

In the following, we will briefly discuss the approaches
that are most closely related with our work. For further de-
tails, we refer the reader to established surveys on massive
model rendering [DGY07, GKY08, YGKM08], image-based
rendering [SCK07], camera control [CON08], view plan-
ning [SRR03], and mobile graphics [CPAM08].

While in recent years, research efforts have produced
systems capable of rendering moderately complex environ-
ments on the web and/or mobile devices [MLL∗10, NKB10,
BGM∗12, GMB∗12, BGMT13], real-time constraints limit
achievable quality to moderate geometric complexity, simple
shading models and/or baked illumination. We focus instead
on supporting photorealistic views of complex scenes through
precomputation, and on exploiting them both for visual scene
indexing and constrained navigation.

Using image-based techniques to remove limitations on
scene complexity and rendering quality for interactive appli-
cations, as well as to improve application usability is an old
idea, that dates back at least to the branching movies of the
80s [Lip80] and the navigable videos and environment maps
of the 90s (e.g., [Che95, KFL01]). More recently, these ap-
proaches have flourished in the context of applications that ex-
ploit camera pose (location, orientation, and field of view) and
sparse 3D scene information to create new interfaces for ex-
ploring physical places by browsing large collections of pho-
tographs or videos [SSS06, Vin07, KCSC10, TKKT12, SS12].
While much of earlier research has focused either on au-
thored paths or on pre-acquired large photo/video collections,
with an emphasis on view interpolation, image-based ren-
dering from captured samples, or interfaces for navigation
among large sets of precomputed images, we focus instead
on how to efficiently and automatically create a set of rep-
resentative views and connections starting from a given 3D
environment, and on how to increase the sense of presence
during constrained navigation. Since we restrict the possible
camera positions (but not orientations and fields of view),
we can side-step the complex problem of computing pixel-
accurate viewpoint interpolations in general shading envi-
ronments [SKG∗12]. Our method is therefore applicable to
scenes including effects such as participating media, reflec-
tions, and refractions. The question of what are good views
of a 3D object has been addressed by many researchers in per-
ception, computer vision and computer graphics. In this work,
we optimize view placement (and preferential orientations)
by combining a perceptual metric [SLF∗11] with our new
criterion based on viewpoint stability and scene coverage.

Placing viewpoints to guarantee a complete and accurate
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the bottom context-sensitive thumbnail bar (path bar) shows
selected probes reachable from the current position. Panora-
mas in the path bar correspond to the target probes of the
paths leaving the current probe. They are ordered based on
the angle between the current view direction and the path
direction, so as to always center the probe bar on the path
most aligned with the current view. Panoramas are initially
oriented towards their most preferential view direction. The
user is free to interactively change orientation with a dragging
motion both in the central panorama and in the small panora-
mas appearing in the thumbnail bars. In addition, the central
panorama is also zoomable. When a probe in one of the bars
is selected, the path leading to it, if available, is shown in the
main viewport. Clicking on the central viewport triggers a
goto action. When a non-directly connected probe is selected
in the probe bar, the new probe is downloaded, and presented
using a cross-dissolve transition. When going to a directly
connected probe, the panoramic video corresponding to the
selected path is started. The view direction is then interpo-
lated over time, during video playback, between the one at
the time of clicking, which depends on the user, to the arrival
one, chosen among the best precomputed view directions.
This improves the quality of experience, since transitions are
not repeated exactly (unless the starting position is exactly
the same), and motion is consistent with the user-defined cur-
rent orientation. Using precomputed video transitions with
a single view direction would be too constraining, forcing
the system to move the camera to the starting orientation of
the video before transition, and forcing the arrival to a single
fixed camera pose. Since we need a free viewpoint panoramic
video, we render it by remapping frame areas on the 6 faces
of the cube around the current point of view.

Figure 12: The central WebGL viewer area shows the currently

selected probe, while the right thumbnail bar visually indexes the

scene, and the bottom thumbnail bar shows a context-sensitive subset

of reachable target position.

6. Results

The proposed method has been used to develop a complete
prototype system, using C++/OpenGL for preprocessing,
Blender 2.68a as external rendering engine, and Apache2
for web serving. The client application has been written
in JavaScript using WebGL and HTML5. It is able to de-

liver results in a HTML5 canvas running in WebGL-enabled
browsers (Chrome 30 in this paper).
Test models. In order to evaluate our pipeline, we down-
loaded several models from public repositories (Trimble 3D
Warehouse, Archive3D). These websites show a few views
of each model so that users can judge if they are interested in
downloading it. Therefore, these sites are a perfect example
of how the ExploreMaps could be used for a higher quality
browsing of 3D models. Results discussed in this paper are
for the models presented in Table 1, which have been se-
lected to be representative of various model kinds, featuring
complex illumination and/or geometry.
Preprocessing. Table 1 shows the performance of the prepro-
cessing phase for the test models on a PC with Windows 7
64-bit OS, Intel i7 @3GHz CPU, 12GB RAM, equipped with
a nVidia GTX 670. First of all, we ran an experiment to prove
that the number of probes, clusters, and transitions highly
depend on the shape of the scene and are only marginally
influenced by the randomized initialization. We processed
the same model 10 times and then computed the Hausdorff
distance between the probes of all the pair of graphs, ob-
taining that the average distance between two graphs for the
same model is 0.9% of the diagonal of the bounding box, the
maximum distance is 10% and the number of probes varies
in an interval of 10% around the expected value. As expected,
for instance, a scene like Sponza needs less probes than the
Medieval Town, because there are less separated spaces. The
important thing, however, is that the processing time for each
phase is linear with respect to the size of the elements in-
volved. Thus, the time for Virtual Exploration is linear in the
number of probes, the time for the synthesis is linear in the
number of clusters, and the times for path determination and
smoothing are linear in the number of paths. The number of
paths is generally much higher for urban models, because it is
more likely that two probes are visible from a common point,
while it is smaller for closed environments like the German
house. The synthesis task requires the acquisition and evalua-
tion of nearby locations to estimate viewpoint stability, thus
requiring more renderings. Also, finding and smoothing the
paths are time consuming tasks, especially smoothing, which
runs a local search optimization and requires 6 renderings for
each evaluation of the objective function. However, note that
our pipeline processed each of these models in times ranging
from about 3 to a little less than an hour. It is interesting to
observe that the biggest model in terms of polygon count
was also one of the fastest to process. This happens because
time depends on how complex the scene is, i.e., how many
probes and paths do we need to see it all. Moreover, note
that these phases may be easily distributed. More specifically,
the synthesis only concerns a single cluster and path related
operation involve pairs of probes. The dominant time of pro-
cessing thus ends up being the rendering of panoramas and
panoramic videos, which, as for movies, can be parallelized
on a render cluster. In this paper, we used 32 8-core PCs, for
rendering times ranging from 40 minutes to 7 hours/model.
Browsing. Our prototype client has been tested on a variety
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Museum Sponza Sibenik Lighthouse Lost Empire Medieval Town German Cottage Neptune

Input

#tri 1,468,140 262,267 69,853 48,940 157,136 14,865 79,400 2,227,359

Output

#probes 70 36 92 57 74 78 140 79
#clusters 17 10 21 17 25 30 23 19
#paths 127 29 58 81 206 222 102 93

Time (s)

Exploration 154 23 63 15 41 34 163 38
Clustering 17 3 27 8 13 14 118 14
Synthesis 144 35 449 453 284 395 427 279
Path 7 1 31 12 22 80 23 13
Path smoothing 3,012 122 81 89 482 199 185 150
Thumbn. 11 3 7 5 8 10 7 6
Thumbn. pos 2 2 1 1 4 4 2 1
Total 3,347 189 659 583 854 736 925 501

Storage (MB)

Probes 59 28 72 59 86 103 79 43
Paths 248 146 113 159 371 376 390 120

Table 1: Selected input datasets and associated processing statistics. Probes are stored as 6x1024x1024 JPEG images, while paths are stored as

6x256x256@25fps webm videos. The numbers are for the graph instance used for the accompanying video. We verified that the number of probes,

clusters, and transitions are only marginally influenced by the randomized initialization by processing the same models 10 times with different

initialization. The Hausdorff distance between the probes of all the pair of graphs is 0.9% of the diagonal of the bounding box, the maximum

distance is 10% and the number of probes varies in an interval of 10% around the expected value.

of devices. The accompanying video shows its performance
in a mobile setting, using a Nexus 4 phone (Qualcomm Snap-
dragon S4 Pro 4-core; 1280x768 screen) and a Acer Ico-
nia 500 tablet (AMD Fusion C-60 and Radeon HD6290;
1280x768 screen) connected to a wireless network. Our tests
demonstrate our ability to sustain interactive performance
on photorealistic environments. During navigation, the user
can look around within a single probe, and move to distant
ones without loosing the sense of location. The frame rate
during probe exploration typically exceeds 50 fps, while the
frame rate during video transitions drops down to about 20
fps due to video decompression and texture updates. Even
though our WebGL application is not a full-fledged viewer,
it shows the potential of this automated browsing approach.
While some of the models could be explorable on such a
mobile device in full 3D, this could definitely not be done
while presenting the same quality images (see, for instance,
volumetric illumination effects in the Museum example of
Fig. 1). The accompanying video also illustrates the definite
advantage of using thumbnails for quick scene browsing and
panoramic videos for transitions with free selection of both
the starting orientation and the arrival one.

7. Conclusions

Our main contribution is an automated GPU-accelerated
technique for transforming general renderable scenes into
a panoramic view graph representation, exploited for cre-
ating automatic scene indexes and movie previews of com-

plex scenes, as well as for supporting interactive exploration
through a low-DOF assisted navigation interface. Real-time
performance is achieved on WebGL-based environments even
on low-powered mobile devices.

Admittedly, there are still a few limitations that need to be
addressed. On the construction side, the sampling rate (that
is, the viewport size of the cameras during the exploration
phase), is fixed and inferred from the scene bounding box. For
models where there are interesting details at very different
scales (teapot in a stadium problem), the sampling rate should
be made adaptive. Furthermore, shading information is not
taken into account in the placement of probes, while it could
be important for certain models, especially for the selection of
best views. Currently, the proposed system considers a binary
visibility model: if a surface exists, and is not fully transpar-
ent, it acts as a blocker. Semi-transparency handling could
be included by considering the degree of opacity of a path
during the path construction phase, penalizing paths that go
through semitransparent surfaces with respect to paths going
through free space. Domain-specific knowledge could also
be incorporated in the system, e.g., to achieve human-scale
exploration in architectural models. The incremental nature
of our probe placement technique should also be exploited to
let users optionally provide user-defined set of probes, e.g.,
to force inclusion of semantically relevant/nice shots in the
graph. On the browsing side, our implementation aims at be-
ing a proof of concept, and many improvements are possible.
In particular, there is no way to aim at a point of interest and
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move to the probe that has a best view of it, which may be
frustrating for the user. Moreover, the view graphs should
also be exploited to provide location awareness through the
automatic generation of overhead views.

There are many potential applications for the ExploreMaps.
In particular, we aim to open the way to a richer experience
in presenting 3D models on dedicated web sites, no more
limited to few still images or very constrained orbiting in-
terfaces. Furthermore we can turn construction CAD into
navigable previews for presentation to stakeholders/potential
owners. Thanks to our unattended processing pipeline, we
envisage the implementation of a public web service allow-
ing users to upload 3D models and make them browsable
in WebGL-enabled browsers, making for 3D models what
Flickr/YouTube made for images and videos.
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